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1. INTRODUCTION 

i.l Review: of Study 2U-?F~1 

A digital computer flight trainer study, numbered 2lt-F~l, 
«as carried-through by members öf the Moore School Research Divi-t- 
siöii during 1950 and 19&U A description of this study/was pub- 
lished as Research Division Report £U28, dated 21 March,. 1951* 
The goal of the study was to determine the feasibility of actuating 
flight simulators by digital computers, it being optimistically 
suspected that a single digital computer might.be capable of 
serving a number of cockpits. 

As a result o;£ study 2U-F-1, the following conclusions 
were reached: 

(a) No existing digital computer can solve the dynamic 
equations of airplane flight- for more. than one airplane 
simultaneously in real time., 

(b) No existing digital computer can solve the flight 
equations for. one airplane in-real time using methods .of - ... 
integration in common use_. In addition, a memory_capaci_ty ^^__ 
"larger~than_in_existing~machine^~wöüld-be neceösäryT How- 
ever, the discrepancy is not overly large in the case öf 
one airplane and an improved digital computer and/or improved 
Jjv^g!!aMÄn_ffieibMs_miÄt-bridee„the_eat5.. 

(c) Digital computers show a marked superiority over analogue 
computers with regard to flexibility* The alteration of ä 
flight simulator to represent a hew airplane type is accom^ 
pllshed simply by changing an input tape and connecting to the 
new cockpit. Consequently the actuation of flight trainers by 
digital computers warrants further- study. 

The digital computer envisaged at the termination of the 
previous study is illustrated in Fig. 1,1*4. The following is a 
description of the figured 

(a) Tape Library.. AerödYJiamic,s_data,.^pjower_plant^data,-and^ 
digital computer instructions for a specific airplane^ are 
placed-on magnetic or punched paper tape. This tape is stored 
in the tape library together with tapes prepared for other air- 
planes* "When it is desired to simulate an airplane whose tape 
is stored in the library, the tape is removed and placed on the 
tape reader. Whenit-is desiredto simulate «n airplane which 
has just been developed,, the .spiplf, short, and restively 
inexpensive operation of preparing a~tape for same is performed- 
instead of engaging in the time-consuming., involved, and expen- 
sive task of building a flight trainer for that particular air- 
plane.   ' - 

(b) Tape Reader* The tape reader reads the information on the 
tape for a specific airplane and transmits that information - io 
the digital computer* 
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(c) Switch ^S». The: reading of the tape occurs only for a short 
time at the beginning of the simulated flight and switch. "S" then 
disconnects the tape reader from the digital computer. 

« 

(d) Digital Computer. The digital computer remembers? 

1. Instructions, aerodynamic^ and power plant data for the 
specific airplane, 

2. Transient computational data. 

The digital computer computes: 

1, Aerodynamic forces. 

2. Solutions of the equations of airplane motion. 

3« Instrument readings, 

•lis Stick forced (stick forces may be computed by digital 
-or analogue technique ör a combination of boi 

(e) Digital to Analogue Converters. These convert the numerical 
information coming from the digital computer to voltages -which are 
applied to the instruments in the cockpit and on the instructor's 

-=rCcntrol=conSvie^-i^yauSe iheix- dexiections. 

(f) Analogue to Digital Converters. These convert the stick and 
other control positions into numbers for use in the digital com- 

(g) Cockpit Selector Switch. This switch selects the cockpit 
which is to be activated by the digital computer* 

Cockpit. There is a mock-up of the codkpit for each type 
airplane to be simulated. iWhen a newly developed airplane is 
to be simulated, a mockrüp.of its cockpit must be constructed 
and connected to the cockpit selector switch.  

(i) Automatic Plotting table. This table, controlled by signals 
from the digital computer, plots the simulated airplane's course. 

(j) Instructor's Control Position, The instructor has: before 
him a facsimile of the cockpit instrument readings,,, and^oittrjljU-^- 

- -= ^by=meaw^f ^MW=he~^^ aircraft damage, 
icing, etc. ' . - 

In the description above, the cockpit selector switch (g) was 
assumed to be manually preset at the beginning öf' ä "flight",  since the 
computer was assumed capable, of only single cockpit operation. Should 
multiple cockpit operation prove to be feasible, the switch would have 
to be controlled directly W the computing machine itself. This direct 
control can be mechanissd using existing techniquesi 
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1.2 Initial Goal of the Present Sjfcudy 

The purpose of the present study 2it^F-2 i& to investigate 
methods for decreasing the computation time, required per cycle ?.nd/or 
increasing the time interval allowable for stable integration. The 
goal is to be-achieved assuming only existing digital computer circuit 
techniques, it being understood that improvements in computing machine 
speeds automatically render a digital simulator more feasible using 
even the results of the previous study. 

The contents of Report £1-28 of the previous study id.ll be 
drawn pn heavily for background material. In particular* notions of 
memory requirements, number of program steps, number precision, 
manoeuvres, and existing methods of integration described in +hat 
report will serve as a starting point for this study. 

The specific items considered worthy of investigation will now 
be listed. Those items marked with an asterisk were considered of 
particular importance and were first to receive our attention. In 
the following sections it will be observed that substantial progress 
has been made on items 1, 2-, and 3. Some progress has /also been made 
pn items l*a and 6a. 

1. Integration Methods 

 *(o) The Looking Back» Method 

(b)    Noriund-*Type Stability Study 

-(c) Simplification of Ground Equations 

#(d) Other Methods of Integration. 

2. Improvements Using One Arithmetic Unit 

(ä) Partition Memory 

*'(b) n-Address Code, n<?U 

vw Function Tables 

(d) Auxiliary Vacuum Tube Storage .Registers 

3. Use: of Two Arithmetic units 

•^  ^6H^Promew bT^ouencing'lwo^itr^^^^^^^^ 

*(b) Estimated Increase in.Speed for Alternative Methods 

•(c) Estimated Increase in Cost 

*(d)- Digital Differential Analyzer (Maddida) Possibilities. 
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li. Mixed Analogue and Digital Techniques 

*(a) Use of Analogue Integrators 

-  (b) .Analogue -4-r-*~ Digital Conversion 

(c) Analogue Direction Cosine Computer.gP "-"-"^ 

(d?) Estimated Size and- Cost of Analogue Equipment. 

~3>. Aeroc 

(a) Separation-of Equations into General Airplane Equations 
and Equations for Particular Airplane Types 

(b) Analysis of Relative Importance of the Various Aero-^ 
dynamic Coefficients. r 

6. Computa V-J-VI1 

Note:    A large percentage of this cötg)ütation should be done   - 
•- by IBM or by large-scale high-speed computing machines. 

*(a-)-   About ten Manoeuvres suspected of badjr&theihatical 
behavior, computed "accurately" to 5 x 10*"^ 

=/.x-.\—_m_. .*£>& **~JT— \\>),—«sc-oü ana jjariaxng—-=   

(a)    Computation by Net? Integration Procedures. 

7« Instrument Panel 

(ä) Programmini of Equations to Estimate T*ime and Equipment 
Required, and to Illuminate Possible Difficulties. 

I 
I 

.1 
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2.    tMEGRATION METHODS 

£., y;..  att*-i-JU'WJ:Cta.- OU cope (gf the Investigation 

The previous study 21^-1 reviewed the applicability of 
existing methods of integration to the flight trainer equations» 
It concluded that the Adaßis-Bashfprth method incorporates, some öf 
the features suited to real time simulation problems, namely. 
,(l) only the first derivative f. need be computed, (2) the time 
interval used, A t, is constant, and (3) the integration formula 
is simple and therefore amenable of rapid computation. %ie  ex-^ 
tension of the sihgie open integration of the Adams-Bashforth 
method to (the identical) open fpllpwed by repeated closed integra- 
tions of the Mpultön method was then advanced as most suitable 
because it insured accuracy and {Stability. 

Because the Mqulton method requires repeated computation of 
the aerodynamic coefficients for the same tijm i^s^j^_m^£l^^^^^ 

r^©su?es-hsve^b§en-yön^ was attempted 7 The 
modified Moulton method incorporated only the first three steps 
of the Moulton procedure, namely (1) guessing an approximate 
value of x»  by open integration* (2/ evaluating the new derivative 
•      n+x           *,  .    .—=—•-—•———_•""• r — 
^*~7^^^3T"ö1>tai5äng ^better approximation Xn  by closed integra- 
n+1 n*L 

tipn. Here the process for the interval (t , t _) was terminated. 
n     n+1 

- Gleäriy-"ooxnrxTr -    and   Xw .  , the final values acespted to be 
n+1 h+1 r ^ 

perfect, are only approximations.    The only justification for the 
procedure was that it proved possible to merge the open and closed 
integration into a single integration, thus speeding up the process. 

Both the Moultpn and modified- Moulton methods were applied 
to the computation of two manoeuvres during study 2J4.-F-1.    The 
latter of these was the test roll, a manoeuvre evidently frequently 
applied to airplanes to test their design characteristics.    Beginning 
from level flight at three seconds, r   was varied as shown in 

Table 2,1-1«    The^j^ifjted^pj^pnjne^ — 
^nt"ervaxs~öf~iat =• l/6~ändl/16 sec.    while for   At: 1/32 sec. it _ __ _ - _—, ~ ouu j./j.w öWU. wxixxe ror .Q t — 1/32 sec. it 
appeared tp have become stable and to agree fairly close*Ly with the 
Moulton solution with repeated closures. 

Table 2.1-1   Stick Motion for Test Roll 

£ 
P.125 0,25 

.it.716 

0.375 

.2358 

QS 

0 
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From the results obtained, Report 5>l-28 concluded that the 
integration interval must not exceed Q.03 seconds for stable solution 
by the modified Moultpn method, so thai other methods should be in- 
vestigated to permit increase of the interval. Another disadvantage 
was reported, -which arose; from the use of integrating formulae -which 
at time t  require derivatives back äs far as t._ ,_, kc^lju Because t . , ,k; 

n-k* 

a different set of parameters are used on the ground from those used 
in flight, the computation of derivatives of the new parameters from 
"past history" substantially increases the take-off and landing 
routines, with resultant increase in integration interval» It was 
thought that the use of an integration formula involving the para- 
•meters and the single derivative ^, might reduce this difficulty. 

A number of new integratipn methods are now to be outlined. 
In view of the remarks of the preceding paragraph, the first method 
(method A) proposed was one using parameters,. Using four points,  
the-procedure involves computing -    ^     - 

(a) 

(b) 

x* 
—n+1- 

10 
-3—n 

x + 6 x  - 2 x 
-1 =.« ^^»»_3 , '-*--&• 

4x 
—3—n* 

+ k x   &t 

JLn_ *  (tj X'.,,X.J 

(2.1-1) 

(2*1-2) 

(c) c«   =4 
n+1 2$ 

•fU8 x - 36 x  + 
L_  n     n~l 

16 x  -3x   +12x  &t| (2.1-3) 
n-2    n-3     n+1 _L 

or, in words, an open integration on parameter prdinates, computation 
of" the derivatives using the resultant approximate ordiriate values 
but the correct pilot and instructor data, and, a closed integration 
on parameter ordinates. ",  and x„  äre accepted as correct and 

n+1    n+1      r 

the procedure carries on to the next interval. 

that if x 

Method Aa is a variation oh method A which utilizes the fact 

' as dPx is constant over the interval, the exact 

•   7?  
value of x . is given by 

n+1 
= 2 • *&* * °"96 **+! 

2.96 
(2.1-4), 

Thus, in method Aa.^ equation 2.14* is used to obtain a "bestw value 

n+1 
W«nMH »I IHM 111  I 
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Method Ab extends method Ä even beyond method Aa. It reasons 

X 
iB)    i-s constant^ the errorin ie{ is constant at each step. 

But then the error is from equation 2.1-2*, 

E * x.x' « 2 (x» -xi} 

2.96 
C2.1-5) 

•where all values of E, x, x!, and x" are for time i  . then, äs 

soon as x1  is computed, a better value for computation of the 
--    . -ine i_z--_-iz--^'  •  -•- .        _ _ 

s x»   would be the sum £xi  -,+ E _),. - -      
i\42 n+2  n+1 

Method B is directly related to the theory öf least square 
curves-fitting. Since it is certain that the computed parameters 
•will be somewhat in error, it is possible that a least-square fit 
of a polynomial of degree n to more than (n+1) points might 
average out these errors and improve the stabilityof the solution. 
For example,.four points might be least-square approximated by 
means of a parabola. The polynomial would then be extrapolated 
over the succeeding interval and integrated in the usual manner 

Method C is based oh the sampling theorem which states that 
any function •whose. Fourier-transform"does hot include angular fre- 
quencies exceeding -A., may be represented exactly by the infinite 
series . 

m 

i 
- T 

DO ^ H.(t +T ) 
(2.1-6) 

JWbo.HK»- 

~S '  IT 
 !Biö»i- Ai3i\ä^-/^ü—au—HiY.—ttnll-iiis «——•-* • 

n     n-1 
>.» •* 

n-k 

may be obtained from equation (2,1-6) in^tcrms of an equal number 
of values of x (T ), the curtailment error being readily evaluated. 

-l^ui-valently-the values of x fT.) may be solved for in terms o 

x , ....=, x , , and substituted for in equation 2.1-6. Finally* x . 
n     n-k       —_.- \  I^*1 

may be evaluated from the resultant aquation. Method C äs here, 
described is readily extended, to several väriatiopg. 

na 
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•These methods certainly do not exhaust all .possiMiitiea.- 
Jn particular, another variation applicable tö äXi iKthöäs has gust 
been suggested^ namely, the successive completion of integration 
for each parameter before proceeding to the next parameter integra- 
tion even over the same time interval. However,  methods A through G 
are the only ones which have received attention on this project to 
date. 

2.2 Integration Method A 

This method has already been described by equations 2.1-1, 2, 3« 
Ihe primary advantage in using parameter ordinates has also been 
mentioned in B2.1, but this advantage has proved to be one of 
negligible importance in view of the alterations reported below iii 
P2.U. On the other hand, it is possible (1) to show qualitatively 
why method A is more closely convergent to the true solution (issr 
mors accurate) than the modified Moulton method, and (2} tö prove 
mathematically that method A is inherently stable. 

._   With regard to convergence, the following should be noted. 
If the external disturbances- £ are Tirell-behaved, then the parameter ~ 
derivatives are also we3JUbehaved„ _In this event the open integration 
for xT (equation 2.1-1) is close tcTthe correct value of -x. Con- 
sequently xt j3 almost correct.-« and hence_the_closed,.value x

w Is  
ä ^Tticulirly ^06d 0ne7 ~ OnT the" öf her hand ,~if ther§~ ~~-behayibr 

is bad because of a"discontinuous" change, there is no method of 
obtaining a good x* , However, «t   will absorb most of the 
- n+1        *h+t 

discontinuity since the Value used at time t   for computing x , 
• "    '   "n+1    . "     ""n-ifcl 

is the corresponding "correct" one, S ' • Hence x* will be 
n+1 

"reasonably" close to tho öorrect value, say -with error e «1. 

Moreover, equation 2.1-3 shows that the resultant error in x" will 

be only 3£ e& t <£.JL   for /it as large as i second., - Thus- only 
'  25        1$ • ß 

a small fraction of the error appears in x" and the latter is still 
a good approximation to the correct value. 

It follows that the closure values obtained for the parameters 
are always the most nearly correct 6f all the terms computed. But it 
is prcisely thsse values (xfr) which are used in both equations 

2.1-1 and 2.1-3. Consequently, method A should converge rather well* 
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With regard to stability, consider the difference equation 

x +p  x ,+..* +i> x +p x  = f (t)       (?i2-l) 
n  n->a n-rl       1 1  o o 

•where the p"  are constants and p f 0. There is a theorem which 
~    •$ p 

states that the solution of this equation may be found in the form 
of a particular solution of the complete equation added to the 
general solution of the homogeneous equation obtained by putting 
f (t) equal to zero.* Moreover, the latter is of the form 

x (t) - V a <rj* (2.2-2) 
r '      XX 

i*l    "  " -~ 

where a  are arbitrary? constant coefficients determined by 

"initial conditions" and the r  are the roots of the equation 

xn +p  x1"1  + ..,.* p  =0 (2 »2-3) 
h-1 ~'        o 

Now, equations 2.1-1 and 3 have the form of equation2.2-l> 
•   '   * .-•'' 

with f (t) replaced by the term in x. Clearly, then, their 
solution will have a component of the formof equation 2,2-2. 
It is a matter of straightforward algebraic manipulation to show 
that there is ä root R greater than unity for the open integration 

but that the largest root for the closed expression is equal to 
unity. ° _- 

If the solution to the flight differential equations were 
given exactly by both the difference equations> then the-truo ~ 
solution would satisfy the requirement of being a particular 
solution of the latter. Since.the integration.through differences  
does not yield the correct solution, we may assume that at each step 
the computed value of x consists of two terras., the correct value X 
plus an error term e(t). Then it follows that e(t), which is not 
zero in general,, satisfies the homogeneous equation. 

  Xn  +.ha   ftfl.g«   rtf  +.Vi«   rvr>«n  1 n+ÄÖT»«+.4nri-   +.h«rv.   tHa   «öl'U.t''O** 
for e (t) is given "by""  " 

e~(tV ~« '» R*' *a_ rj+ >a* (2.2^U) 
O O  O    A  X 

# "Cslculus of Finite Differences" Milne^Thomson, chap. 13., MacMillan. 
1933.' 
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Since R  exöeßds unity 3 it follows tha* e .-(t) will increase 

exponentially with time and the finite difference solution will ibe 
unstable. 

For the closed integration, the error is given by 

e (t) - ä (T)* +a., r* *... (?.~2~$) 
c      o      11 

•where I r. [.<. 1   for   i - 1, 2r .»..,, n-1*    Hence the error will a% 

worst be additively cumulative-•    If th$ error at each step _be kept.__ 
sufficiently small, the accumulated error Jf or ra manoeuvre (about 
10 seconds of flight) should certainly remain below %0%.    Hence, 
at least in the sense of Report $1-28, equation 2.1-3 and therefore 
method A is stable,    (Note that with •multiple closure, the method 
becomes stable in the broad sense) r   :  :~~ :  ~/~~ 

Method A has thus been shown to be far superior to the 
modified Moultog method, to be converggnt to simulator accuracy, 
and-&o~be-sta61eT —in: the-nextr paragraph7-«T3>~resurbs^ö"DtS.-neör- 
using method A are given. ^^ 

2.3 Test Roll by Method A 

The test roll manoeuvre described in F2.1 was computed, at 
1/8 second intervals using method A. The results are shown 
graphically in Figures 2.3-1 through 6 for those parameters ~ 
which are not constant during the one second interval computed. 
The predictions of P2.2 are borne out?: the resuits are not only 
stable but also as convergent as the modified Möulton method 
using one fourth the interval* 

2.U Ground Equations 

In Report 51-28, subroutine 3a was inserted between subroutine 
2 and 3 in order to generate past history for the flight equations at 
airplane takeoff. By inserting 3a into one of the ground equation 
subroutines, past history is computed each cycle (in general needlessly, 
of course) instead of in one lump as the plane takes off. The resulting 
reduction in the longest routine and hence in -the-cycle time_ interval 
is approximately 20j|. 

A corresponding redistribution of subroutine 10a may have a 
similar beneficial effect but this possibility has not as yet been 
investigated. _.     r    ~ r 
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%,_, improvements Using, One Arithmetic Unit 

3.1 Introductory Remarks.   

The previous project, 2U-F-1, under contract N6onr-r2ii$13i, 
was; concluded with the finding thätj. no existing or soon to be com- 
pleted digital computer could! solve the given.equations ©f "a single  

~ airpShenLn Treat tiiil using methods of integration commonly, used on 
digital computers. 

It then becomes useful to inquire as to "what machine organiza^- 
tion "would be necessary to permit solution of the given equations in 
real time "With reasonable assurance that such machine organization 
is physically and economically realizable. 

This section reports progress ön topics having to do with 
improvements in machine organization using one arithmetic unit. 
Substantial improvement in speed has been obtained at the expense 
of relatively little added (machine complication, The xesultg-jige^-^- - 

The questions studied ares 

~~~-     (^T"fär%^z±öxTöf Ifemory" 

(b) n^address code, n<it 

""""^^(cl Auxiliary Vacuum Tube Storage Registers. 

Serial type machines were considered over parallel type 
machines in what follows for the reasons below: 

(a) With the precision required for a flight trainer computer 
(16 digits), the speeds of the two types are äböiit the same) if any 
difference exists, it favors the serial machine* 

(b) Existing serial memories are more reliable than existing 
parallel memories. 

• (c)   A_parallel c_omputer-itisingVa-wMpple^tree- multiplier -(ä"very" 
high-speed aerial multiplier) would be prohibitively large and costly. 

In order to follow the discussion of this section it is 
necessary first to outline the organization of n^address machines 
where n may have the preassigned value it, 3, or 1» 

In the k-^ddress code, the order consists of If addresses 
each of whiph specify, a unique memory location and ah order type 
(add, subtract:, etcs) Two addresses specify the location of the 
operands, a third address specifies' the destination of the result* 
and the fourth address gives the location of the next order, for 
example, ä typical instruction .might be: (,*> !*&* *2* $^> Ali)5 
meaning ''''Add the contents of memory position Al to the contents 
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j<&   m£h «newt's*    "hAon+^.A«    /ÄO~*      äAM^    .4?V*ä     0-««*mav»    .+ >-*   .wt£am/\*vvK   i?v\flfl,;WArt     A3     orw^.    £»A 

to memory position AU for tfee next instruction," 

fiie 3-address code differs from the li-address code only in 
that t|ie location of the next order is specified toy a counter which 
is advanced one count after the execution of an order< The counter 
can be selectively set by the compare orders. We -would have, for 
example, (+, Al, -A2, A3): meaning "add the contents of memory 
position Al to the contents of memory position„A2j send the answer 
to memory posi-tioh A3"« The location of the next order is given 
by the aforementioned counter. Or me could have (C, AI, A2, A3)J 
meaning "compare the magnitudes of the contents of memory positicrs 
Ä1 and Ä2; according to which is the larger*, simply advance the 
counter one step as usual or transfer the contents of memory po- 
sition A3 into the counter". Other compare orders might of course 
be invented.. 

In the che^address code, the order consists of an address 
specifying a single meriorjr location and an order type (add, subtract, 
etc,) The  arithmetic unit in a machine using suck a code accumulates 
Jbhe-j*esuIiÄs~of—the_com^ _- \ 
necessary always to return the^result of the computation at every 
program step to the mesicry. The location of the next order is 
specified by a counter as in the 3-address code. A typical instruction 

memory position A to the number stored in the arithmetic, unit (if any) 
•without clearing the contents of the arithmetic unitj leave the answer 
there and go to the memory position specified by the counter to get 
the next instruction". 

Figure $.2-0 of Report $1-28 (hereafter referred to simply 
äs Fig. 5>.2-f>) has been used as a basis for the estimation of the 
longest routine time (refer to Section 5>r£ in Report $1-2*1) using 
l°?äddresss 3>addresS; and li-address codes with and without parti^ 
tioning of the memory. A copy Fig. 5>.2-5> has been included at the 
end of this section for reference purposes. 

Their characteristics follow in the discussion. 

3.2, n-address codes,. n<-U 

ii  x-duux'wöa mauuiius   \;u£ivuXiiß rr?)   «ass  aei/   up   using   wie   BöSZBS 

orders that were proposed for use in the Institute for Advanced Study 
machine (IAS)*.    lames were estimated on the basis, of a word of 18 
ipjilse times length.    With a. waiting period of two pulse times, this 

* "j^eliminary fiiscussion of the Logical itesi-gh of an Electronic 
Computing instnanent'1,. Burks, Goldstine,, von Neumann, IAS, 
Princeton, N'. 4.».. &9hp>. 

KUKMnaaasenaasadami 
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allows 16 pulse times for the 16 binary digit numbers-. Here, a 
pulsre time r&gkts te the reciprocal of the olesk' £peguency^ 'Mia' 
hence is the time interval between corresponding points of -sue« 
cessive clock pulses. This provides a, potential 1-addiess capacity 
of 8192 memory positions and 32 order "types. 

3-address and ifräddress codes (machines #2 and ,#1 respectively) 
•were also set up on the basis of this Word length* The ^-address 
code -was the same as the ii-Täddress code used in the counts in 
Section 5 of Report. 51-28, The 3-addr.ess code was the same as 
the li-address code except fdr the deletion of the &th address and 
changes in the compare order to provide for conditional and uncon- 
ditional transfers (Jig. 5.2-5 requires no compare orders). 

Pulse (bunts wjr<? mad* on simple sequence 3-3 using these codes, 
times are tabulated in Tjiblfr 3,2-1. 

xaaie &&*.•+   Pulse Counts an Machines 1 '- k for SS3-3 

Mächine Nö. 

Addresses 

JPülsj3_!Ilmes^ 

iiA 

J 
J>fi6ö_ 

3Ä 1A 1A 

~r\ *%**.•**.— 
ZVZÜ 

I 

It became apparent •when the, counts were made that the 1-address 
code used above wasted a great deal of time. A new 1-address 
code (machine §K)  was constructed consisting of 20 orders. Pulse 
tim©s,for SS3-3 and this, machine are also tabulated in Table 3.2-1* 
Ah improvement is evident and it waä thought worthwhile to estimate 
the pulse times required for the entire routine on the basis of 
Eig? £.2-5t. The results are. recorded in Table 3.2-2.. 

- _ ^ 

Table 3.2-2 Estimated Pulse Counts for Entire. Routine 

.  ' 

^L j=._-.   r 

t _J«J 

;  Machine Np.- 1 
.             '   !—     -       ..-••!• 

. -2 

—— • •.!.    *        1    ,      ,     -,-,„-.. 

i [ 

Addresses U 3A W    : 
- 

^ma^ss^ ^=iWvofr: 
~ • ~~  

-   -   ~~ r- ^ J^.  sjurr nev* 

-'-' . - - 
 uvrjBOT— - cawpup   - : 
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3V3-   PartAtioning of_MfiThn jaemogg 

5U!.3e.,ab?Y^.»BBPe* ?how th&t*he l^däress-cdde .m^chi^e »uo'öC, esi •oaxn inconsistencies in sitting tip the codes and 
S     Grill iH     JlBTO      mnnA    4-1. _ Lk.Ij»   _ J.       • .«.    ... -.T 

-~,. ^.... j.«vwuoi.öi/ciji;,T.e8 in seipting tip the codes and 
estimating times could have swung the verdict in favor of one of 
the other codes. Also it was desired to see if partitioning the 
memory could be used to advantage,. Further counts were then under^- 

Since the problem of the F°F as prograssped in the Flight 
Trainer Report took about J£0Q0 menrary positions for instructions 
and k96 memory positions for numerical information, excluding 
outputs, it was felt that a possible saving in address: length 
(and computing tiroe) could be achieved by partitioning the 
memory into a section containing only numbers and a section 
containing only orders* This would result in shorter addresses 
since most of the addresses in orders refer to the number storage 
places and hot to the order storage places. 

JÜLWAs_aissumed^t lia* - a-numbe r-sto rage-pf' iL022r 
tions, and an order sior^ rf^»*Ä^Sl£S2 SS?*?"1' 

S±'^?d &«?•" •*l '"** »"1* of the number ^ mu 

Table 3.3*1 Bits per Order fford mth Bartitlon»* jtfa^w» 
„_   -  —-   - ------ - V 

Code 

1A 

3A 

2tA ! 

Operand 1 

10 

10 

Operand 2 

10 

Result 

10 

10 
^f~ 

10 10* 

Hext Order j order Type 

13 

* Number length: 1$ bits + sigh = 16 bits. 

Total  i 

15 

3h 

kl 

In addition switching time need not be specially provided for er 

pro£deS wS"? the -mory since'this ä SSEtteS^* 
Sn° K       7, *? -S•8 tal?ei* t0 ext*art numbers from the memory 
ÄdfeS"S?^*5?**i,tl?Btie operation, but switch^ t^Tis Jieeae^toi?_,ex.traciirig--njum>'e»«--i-«-+>»^- -14 a-^ ^..*—^-i—  ---     __=r-._ 

,,.    i      Stelling time is estimated to bo 2 Dülse timen     AT*«•„J, 

Ste^5%'°?ar'^?;    AS ä re?ult> ^ ***** of Mis per order word and per number word are äs displayed in Table, 3.3^ 

II 
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?-<s lotao. aits per Order and per Number Word 

Coae ]    Order 
.   "Word 
_-_; .—_ 

Number 
Word 

Switching 
Blank 

Number 
Word Total 

t 

1A i     15 16 0 16 
3& 3a 16 2 18 

m k? 
-^—.--—• . -1;,—i 

16 2 18 

It was then assumed that the number and order words had the 
same length in pulse times so that the number and order mempries 
could maintain synchronism. The- smallest number of memory posi- 
tions of one maaber length that would hold an order is then 1, 2, 
and 3 for the 1A, 3A, and liiL codesj respectively. The resultant 
word length i® shown in Table 3 *3-3 * 

fable 3 »3^-3 Number „and Order Word lengths (Pul: Ise Times) 

« 

III.... . 

Code Number 
Word 

Order 
Word 

i 

'" '.' * ' '  • -  •-' 

as : 1<5 
• -,, 

r— W -- 

3Ä 18 36   ; 
• 

' ,v.'-.-, „.-.,;„ ,? 
18 .'  SU 

there arflie?*^ Z in thf^ COdö de?er^ s^c±^ **ntloa. 
öS iS 5 IhZ f TO* Sfi^0nSj hxxt ** a(3(3ress c^n specify SL +? of

J
them (Possibly 201*8). Consequently it is possible to 

ft,1*6 order memory in only 1021; places wheh direcLf ?f doso 
rLfIs Sf^°rf ?+

(^nditiomi «* conditional trl^s)!* .ihls_Ls not expected to be any great handle»« ^.«^^ ^llL  

32w! *   .     yarying agrees of flexibility.    Jit tras con- 
sidered too soon to study the relative merits,of these methods* 

Slight Trainer %port for a '^ro^^^VS^^Wt^^^ 
Sf? t"d ^^ **&*<»*.    It was; felt toafclmtutwl^^" 

so-called »whipple-tree multiplier» using I4 adders ;can multiply      . 
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in two word times-*. 
ä t*34?ple~fec©e._ .multiplier^ 
ishown in Table 3.3-U. 

.jft times were determined on the basis ipf 
i^ise^jfciffies-iCounted.f<^ ^g* §=Z->$ age 

fable 3.3-Ü   Pulse Counts for Fig, 5?2~i? 

Machine No. 7 6 
. • 

5 

: Code 1A 3A ÜA 

Pulse times :       10,210 34,580 17,086 
-_r...,,-, •—'„.,-,-  1 

The entire routine tooiLaböüi Jj.l sec. and Fig. 5*2-5 took lU,8li0 
microseconds -when time was computed on the basis of a 16 digit 
parallel computer in the Flight Trainer Report.    Th$ routine pulse 
"biisss-sair thea^be^e^isiarea^by^                             pulse^ times for 
Fig* 5*2-£ by 100,000' * 1U,BU0 = 6,% with, the results shown in 
Table. 3,3-5.    -".--' '_^---  -l 

Table 3.3-5   Pulse Times for Longest Routine 

'1 r-   •   —j ,j,~ ^    -   -          - 

~*~" 
; Ifechine No. 7 6 

- Code 1A 3A iiA 

Pulse Times 68,700 
- 

98,200 ; 115,100 

The time in seconds per routine is obtained by dividing the above 
pulse times by the clock repetition frequency in cycles per second 
(see Table 3.5-^1)* 

Since the ÜNBfilö: is in reliable operation at 2*2-5 rcc>, it, 
Xs_£eJjLtha£, the_:STO 
with present-day techniques in a- digital flight trainer.    The 
verdict above is definitely in favor of a 1Ä code, 

/• •       s -< 

* There are other multipliers which can multiply in two word! times* 
The choice of the best multiplies? is left for further consideration 
at ä later date<3. with use in speeding division a particularly in«? 
fiüentiäl parameter. 
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3.U ^Auxiliary Vacuum Tube Storage ^Registers 

^During th© progress of the work above, it was observed that 
in the computation of a simple sequence (the numbered, blocked-i» 
computations on the program diagrams): thelre was no reason for 
returning any computed quantity to the memory except at the end 
of the simple sequence. One advantage of the 1A code is that it 
reduces the need for returning information to the memory, but the 
reduction is not complete. It -was felt that inqlusion of extra 
registers in the arithmetic unit would be of value. 

Since an order always carries an address which specifies 
a memory location, it would be desirable to extract an order from 
the order memory only when it is desired to insert or remove quan- 
tities from the number memory. However^ for exasgple, a number may 
be removed from the mimory,. multiply a number stored in the arith>- 
metic unit, and the product be added ;to another number stored in 
an auxiliary register, the result to remain in the arithmetic unit. 
It would bei desirableto accomplish all this with one order - a 
"comjposite?! order. Such a composite multiply-radd order wa? set up 
(machine #8) and the routine times were estimated in the above 
manner. (See Table 3.5^1). A small improvement is evident. 

There is apparently a large number of composite orders of 
this type that can be set up. If the most all-inclusive "composite" 
order be utilized, the routine times become those of machine #9 in 

3 »5 Conclusions ;to Date   

Table .3"-£rl_summarizes routine times för the different machine 
organizations» These figures, however, should not be taken as final 
but rather as approximated estimates. 

A direct comparison of routine times, with and without memory 
partition is not shown. However, that there is an. improvement in 
speed at negligible increase in complication is felt to bo the obvious 
result of partitioning the memory in the manner described. 

At this time, ä machine to be incorporated in a flight trainer 
would have the following characteristics (macihine 

(a) Serial binary. 
Cb) Acoustic delay line ^memory. 

—' '-^Mfcc-)—" iL^ddress^codeT—— —  
16-HJigxt word. 

(e) Clock, frequencyof about £.2.5 mc. ,        , 
(f| Separate-order and nÄer men^ries, _.-_ 
(g) 'TOiipple-tree 6't other mtiltipSler haying MgUi; spewed. 
(h) Use of composite order: Multipiy-radtii. It is felt at this 

time that the gain %x\; speed by füll us# öf composite orders 
is putweighed by tne) added complication land cost) resulting 
thereofrom.. 
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Table 2sJ*-l Routine fimes for Ml Machines 

Machine 
No. 

Partition 
Memory? 

No 

No 

No 

_1 

9 

No 

Yes 

Yes 

Yes 

Yes 

Yes 

llfhipple-tree 
Multiplier? 

Kb 

Orders? 

No 

Wn 

No 

No 

Yes 

Yes 

Yes 

Yes 

Yes 

No 

No 

No 

No 

No 

No 

mult.-add    1A 

full use 

Code 

Uk 

3A 

1A. 

in 

u 

Routine TimerSeconds** —. ... c  
1 mc 

.237 

.218 

.176" ,078* 

.176 

.115' 

3Ä   ^0M 

1A *069 

.062 

,056 

72T mc zi mc 

.106 

,097 

,078 

.051 

.OUi 

.031 

,028 

.059 

.05U 

.oU3* 

.0li3 

Comments 

As in Fli^it- 
Trainer Report 

As in machine 
#1 with Utfa 
address 
deleted 

XAS Gode^ 

Modified Code 

*029 

.025 

.017 

»016 

See section 
on memory 
partition 

it 

See, section 
on additional 

.025-H ^»-.W.«««^ 

registers 

*   |&nimüm;ppssib-le value •- 

*»' The I m.Ci rate refers to a computer similar to the- SEAC of to the 
Moore School MSAC.j the 2*25 and :h m.c. fates to the UNWAC and 
HURftlfAjNE,. fespeetiveiy.                                 - - - • 

l 
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k<.    USE OF ffl(MiaB8^g UWJITS 

This section- ;is devoted to a discussion of the possible i:m=- 
pr-öveinent, in «äigiua-l üeinpualsjf" speed as a result ör using more thäii 
one arithmetic unit»    In order to facilitate discussion it is useful 
to delin» the, fbliawing terms- 

(..a);   Program stepif    One' basic machine operation (add; subtract,, 
multiply., divide,, compare$ shiftj or etc.) 

(b)    Simple sequence;:    One or more prp gram steps used in the com- 
putation of a single equation. 

(Q)    Compound sequence:    A group; of program steps used in the conn 
pritation öf more than one equation. 

(d) Branch; point: A point where the succeeding program step is 
selected from one of twp- alternative; program steps., or where the 
succeeding progräm; step is entered from one of two alternative 

(e)    Flight branch, .poiait:    A branch ,pqint where a selection is   . 
made between two -alternative modes df flight or where entry is 
made from: two alternative modes of flight, 

•(f)    Subroutine:    A compound sequence embracing all simple 
sequence s, be tweeft 4wp ilight branch points;;.       J '_.. ^  

,(-g):   Routine:    Ä basic sequence of,sub-routines; the sequential 
repetition of which, describes ä motionof the airplane. 

U»l- Methods, of. Using. Twe Arittmietic Units 

There presumably are a large number of methods of programming 
for a computer using, two arithmetic units.    Five methoda of greatly 
varying merit will now b§ outlined, 

It} the first method the two units share the. .computation of 
each simple, sequence*    JVhen the work on the first simple sequence of 
ä subroutine has Been, performed, the two units, proceed to the nejct.,, 
and so on, until all of the simple sequences^ .within- the sub-routine 
have, been computed!   Wheii a flight travel point is reached, the two 
•units start, the -computation of the first simple sequence of the next 
sub-routine.    This method involves ä great deal. <öf idling time (time 
when- one unit is not per'förnärhjg, any progr-dm, step); within the simple 
sequences., since in the course pf computation one unit, must in many 
cases-wait for Jäte result of the other. 

In the second methpdy one- unit works on one simple sequence 
rijshrile- the .other unit works simultäfieöiisly on another simgle sequence 
Withiii the same sub-routine;;.    This method- involves >no idling; time 
mithin the simple sequgncss.    Hpwever, one simple sequence may depend 
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on the solution of another«,   Hence, one unit may have to, -wait for the 
result ©f thf ^other before proceeding.    Since there are" many inde- 
pendent simple sequences •within a •subroutine',. this idling time can 
be held to- a value much lower than that of method: one. 

The f-nird method is a .öprnbinati-on. of the first two.    Ihus,, in 
method one,., instead; of one unit wait^g, ,f or the result of the other,, 
it proceeds immediatelcf tö spiüe part of another simple sequence.    By 
programming; the two units to jump back and forth among the many program 
steps within, a sub^rputine,. the idling period can be held tp a minimum, 
ft can be seen that, this method is more versatile than the first two. 

In a fourth method, one unit computes one subroutine while the 
other unit works simultaneously pn another subroutine.    In order to 
use this method the subroutines tp be computed must be known before- 
hand.    In many cases, however, the decisipri as, tp. which «ill be the, 
succeeding sub-routine is made at the end of the subroutine being cpm-* 

_pütie.d. KeneA,_pfd,en,_the_sub^roj^ 
beforehand.    In these cases one unit must wait for the other to compute 
an entire sub-routine before it can proceed.,    In the cases where two 
subroutines can be computed simultaneously the problem of idling is 
still prpminent, since in general the solution of one sub-routine 
depends on results obtained from the simple sequences of previpüs 
sub-routinäs.. 

_ xhe^fiftnlnetHöä is"~äWlTxt«hsiön" of mathödünree toYncxüoe ~\ 
more than one sub-routine.    "Where it is possible for two sub-routines 
to be ppmputed simultaneously, the two units perform the mafiy program 
pteps included iff both sub-routines i' , "Where the sub-routines used are 
based pn decisions made at the end of previous subroutines, the two 
units Compute within a single subroutine.-, i.e.., method three is in- 
herently included in, this, method.    Because of its versatility this 
method has the least amount of idling tiioe* 

The criteripii for a choice   among the above methods iss the time 
that it takes for the. two units to compute the routine.    The be§t 
method is the one through which the -smallest length of time is obtained 
£or^the routine cöjBiputaAiön.    According to; this criterion method jjiyf 
is the best to use since it contains the smallest amount of idling time. 

•Method two -is also promising and can probably be used tp advantage. 
Methods one and four can be eliminated because of their large idling, 
times, while the third method is^ included in method five* 

U..2;_ Estimated Increase.,in jSpeed, 

In discussing speed it is useful to introduce a figure of merit, 
F, defined by the: following, relationship: 

F    =    ~k ;fe.2~l) 
§'- 

-- -  # 

where tu is the time it takes to compute1 a routine using one unit 
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arid T  is the time it takes, to compute the same routine using. N 

units. The minimum value -of the figure of merit for any number of 
unit& '($f is one;, since it can nevei* take mo^'e time: to compute ä 
routine using N units than it does using orte unit, The maximum value 
of the figure pf msrit for a- given N is equal to N* .For example > 
using two uni^s (W * Z)  and assUffiing ;porfect programndhg (zero idling 
time)y  the computation of the routine can be evenly divided between 
the two units' and tfee time for each unit to »perfon its work is 
exactly one half the time it takes one unit to compute the routine. 
Since the two units work simultaneously, the figure of merit is equal 
to two. In the general case where the idling time is not equal to 
:zero, the figure of inerit lies between one and N;. 

F&rts of sub^routine number one (see Report ^1-25) were pro~ 
grammed oising method five- It became apparent thatTthe' necessity for 
the two units to share the memory input and output busses was the 
Sain cause of idling time. Thus,"while instructiens or numbers are 
being withdrawn, from, the memory for one unit it is not posisible at 
the same time to withdsaw_instructions or numbers for the other unit. 
One solution to this problem was to have two memory input-output 
systems, However, this method was discarded because of the apparently 
disproportionate increase in the size and cost of the digital computer. 
Having decided that the memory1 busses were to be shared, the following 

^        . recjojirse-jfas th,e.-ja.nlYj3iie, left open; while one unit is performing an  
order, the instruction and numbers for the other unit are givön access, 
to the memory bus. 

It is useful at this point to define, two mo?e terms. First,-, 
access time is defined as the time when information appears on the 
memory/ input- or output busees. Second, computation time is defined 
äs that time during which a unit is performing arj. instruction when 
no. information for "its, use appears on the memory input or output busses * 

The effect of bus sharing oh the figure, of merit will how be 
.. shown for two units; Of the time that it takes ona unit to compute 
the routine, let A be the access time>. and let C be the computation 

   tiiSS3=i -   Itr-fG-llOWS —that;     -—        -----    -     ":    ... _';: __._.__._   .. 

T     =   A + C th.2^2) 

,$i -   For the length of time, T, that it-takes two units to perform the 
computation of the routine, there are two distinct cases:    (&) AS C 

.   and (b)  G >--A„ 

I" ~~_ For the case where .A>.C, !£= is equal to A.    This cari be seen, 

from Figure- ;iu-2—la-i   'The access times. -6f the wo. units' are added to.. 
:give %he- left-hand^ column*   -'Since the .access time' of the, two- Units, 
caiinoit occur sMuitaneously^ their resultant addition is friq. less, thäh)A. 
'The computation times and .access times am programmed to occur fimUl-- 
taneoi'sily;, as shown in the figure.    Siheo A is (greater than 0 the:© must 
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:be some tiime .in the rigbt-4hänöi -column when nothing Jbs. 4?'ne=».    pii's is 
the idling time.    ,ITqr A •*? :&, then,, the. figure, oi* merit is 

F   s s.   ?1    -    A * C    r 

*£ A 
•&»-2-3») 

and the e|Se.ct. of bus 
value le:ssi ithan two. 

sharing, is to limit the, figure of merit to, a 

A 

'  idling 
ame 

(a) 

• "  - ; 

- -:-- 

A i*d . 

2G[ 
9± x .0 ; 

20 

t& 

caaBnaaeeBBBn 
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for th& ease -where G ^A-.s T~ is equal to T^, This can fee; 

.seen-front Fi=gure it.2-ife and c. The 'ts^al- acieess tinie, A- and £ of the 

computation time occur simultaneously. The remainder of the compu±a=-. 

tiöh time lUM^ x G can Be divided equally between the units- since -„ - -   ,Q     -    ........   . .  .-, , 

computation times can occur sjmultanepusly'i. Hence 

T- - ~ A + :P_^1^ • A * C 
2 g      T'" 

Thus, for G»f, the fig^e of merit is 

&•*-£} 

F    P 3..- -   &:#,•£   =   2: €M-ib£ 
:T„_ JL+-Q- 

yjhen."G ^A   bus, sharing does not limit the figure of merit..   Another 
conclusion which can be drawn is that for Q>- k liiore than two units 
may be used to advantage. < 

It is well to point out that the figures of merit found by 
the above öqmtiöhö~ftay hat7 äTctuälly'be "po^$$jp^leJdue_~to_|trgg^äffiBiing" 
dlfficulties.    However, the figures of merit found in pireic.tice can 
never be greater. 

A anö C for the flight trainer problem c'tn be found in the 
following manner..    First ^ separate totals for ail the different types 
of orders used in the routine under .consideration must be found. 
These totals for the flight trainer problem can be found in Figure. 
5L3-4 of Report £l-28.    The second step is dependent, ön the particuMj 
computer under consideration.    For a specified computer, the time it 
takes, the computer to perform each instruction must be found-.    Then.' 
for each ins+ruction the- percentage of this time which is accesa time 
and the percentagejwhich ia computation time must be found.    These 
times will evidently vary from one cöffipütif tö tfier hext,."'^epenöxn^. örf 
their logical characteristics.,    The first and second steps am -next 
combined to find A and G for the given routine using 4 specific 
computer•*    Knowing A and C the limitation of the figHire of merit 
due to bus-sharing can be determined. 

Using the above method^, limiting; figures öf merit were found 
for three' different types of computers using two arithmetic units and 
'operating on the routine' designated by the sequence of sub -routines 
l-r2~3a-1^9'.    'The results aretabulated in Table 4.2-1. 

aammama 



fable %.2-1   Figures of Merit for Two Arithmetic tjlnits 

k-*> 

• Computer G3A> * ; 

> • " " ""  - - •-     - - - 

Figure öf 
Merit 

; Hurricane ;  U5.8 $i-.Z - 2 

i.Ä.;.a. kt& 53.0 2 

; Machine #7 
of Söction 3«3 

7iul 2|.9 1.35 

for tee Hurricane spd "ÜAS machines, the fact that G is greater 
i&^^Ä"i^äi:eTi^a~thä^ üsedliö 
advantage. If onily two units are used,-, it indicates that the figures 
of merit are riot liirited by bus-sharing. For machine #7 of Section 3.3 
it is seen that the figure of merit is severely limited: fey bus-sharing-. 

U.3 Estimated' increase in.jgast and „Size 

Clearly, it is important to estimate the increase iii cost and 
size ©f the mächine due to the second arithmetic unit» Naturally this 
increase varies, with machines which differ in circuit and/or logical -\ 
design. The estimate made here is f or ä machine similar ts thg;  / 
Moore Schopfs MSÄ,e. —-  "        _-.-";" 

The method used w;äs tö determine which units of the machine 
wc^ld, be duplicated in order to accommodate two arithmetic, units. 
The units were the £ollöwingj the dispatcher memory loop, the 
execute selector counter> and the order type .selector. %ith this 
assumption and assuming certain increases in the: size of the timer 
and of the power supply, it was eatiffiated that a one-third Increase 
j?_r\. —Vvä-4^V*. ^+*>» /*4>—«*M>3—rt^.fv.^t--,*&*•+.•*«n.^4. .**A-«;»n!1.4-.~. — . - —       - J- -   -— —   _._„.. — —,—  --— - 

livU Digital Differential Analyzer Study 

A theoretical studylöf the MApDIDA computer was undertaken 
which had\as its; objectives the determination of :(1)' using ;a separate 
MÄDÖ1DÄ a a ä second arithmetic unit just to perform the Integrations:., 
and (.2.) employing seme aspects of digitai differential analyzer tech- 
niques in the solution of_ this problem. 

We shall how outline briefly the basic characteristics of the 
only existing digital differential, analyzer, the' MADDIDA (Magnetic 
Öruni Digital Differential Analyzer). This» is a ;serial mgnetic drum 
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instrument* „ Although the memory unit ear* fc& speeded ©5: employing 
a mercury delay line ? it will las seen that the serial nature of fee. 
machine is inherent in MADDIDA* 

Any number A is represented in MDDIBA by the mapping (1 * A) 
with the restriction -1 ~-4 ^j. Numbers are represented to a possible 
precision of 29 binary places> 

The, .methods of integration employed in MADDIDA is that of direct 
summation of the integrand at uniformly spaced values 6f the argument, 
ii-e. 

* =. k T' (>. d x) (h.h-D 

i 

where k is a constant associated with the integrator, z is the 
output of the integrator, y. is the integrand, and x is the 

independent variable. Since y is the accumulation, or sum, of 
dy's, this equation can be expressed as. 

a = kJ^(,Axy- d7)i (IwM) 

^. 

-Clearly, the integration i§, a linear one. Consequently, 
the curtailment error per step is of the  order of magnitude 

.(AX)-- f"'(|X. From this..it toM&SS  that Jlthöugh MaDDIDÄ is 

capable of a precision of 29 binary places, its accuracy is limited 
by curtailment to somewhat less than 29 binary places, unless ä 
particularly smaJLl interval Ax be used. 

The; maximum rate of d 2 output of an integrator is, 1 pulse 
per cycle of computation. The rate of y increase of an. integratp;r 
is restricted in MADDIDÄ to a .maximum of three (lowest order)' binary 
columns per cycle of cpräputation, the actual increase depending om 
thev number--of. integrators supplying the integrator under obnsi.dörji^" 
tion., 

The time' taken per cycle of computation is= döteVrmined) by the- 
speed of a cycle öi the. magnetic drum memory* The mägnetla drum in 
:MÄDDISA rotates-at about. 100-r.p;.s.,, so that, a cycle lasts Q.Q'l 
seconds, in part 3.SI  of Report £1*28, it" is mentioned that a pfe-r 
cision of W- binary places is required- Since the" (A;x) requ-ired 
to keep the curi^ilmeht error within these1 limits is apparently so 
smail äs to preclude the possibility of a high, rate of increase for 
many of the, variables involve^ it i# clear that the rate- >Q£ integra- 
tion, is1 much top. slow- .for fMght trainee use. 

Ah integrator- -of MADDIDA -may :be used to perform, 1£he operation 
pf' additipn. However> the method is esse.ntia3.4ly equivalent to addition, 
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by counting -which' is ir_herently; mach slower than by addition in an 
acetsiiUiatpri fienpei there is no point An disc-ussirig the "Jfe\DßIDA 
adder here, 

Multiplication is carried out by "'Cpnnecting?? integrators 
exactly as, in continuous variable differential, analyzers.. For 
instance ,, tö pbtain (uv); orte would solve f j vdu =* ,f udvl . 

Besides performing: the operations of" integratipn? additionj, 
and multiplication, a MADDIM integrator may be coded äs a servp. 
This is uöeful in inverting operations and it is sometimes necessary 
to achieve proper scaling. 

For the insertion of empirical data into the computation, 
12 empirical input channels are provided in the machine/ These= 
input channels May be fed' from: värigus input devices,; 

The control specifying which problem is being solved is  
^chieveä fc^^^Tc^rtg^^h^nils, E~ and~L~7"Vhich spec±ff(ä% the 

interconnection of the integrators find; ib) which input. chäimeleT      -      I 
are being employed. An additional "a11-channel contains the results 
of thei preceding cycle of computation and feeds this information to 
the Various integrators as directed by L-, and L?, 

 . At the moment jjt__is_fe.lt. J^ai^iiASD.lDA.Jb^chi^gue.S-,äre__to.eu.s.lpwL _.___ 
to be employed in a simulator. The major reasons are (1} the slow 
pulse repetition rate because et  the memory .employed, (2'. the use of 
tiiae-shäring circuits,. (3) the extremely short time interval needed 
to obtain reasonable accuracy ill the method of integration employed.; 

4s. regards reason (1), it has already been meritiöned tfaa!t 
the1 Memory could be mercury delay line. Since there are 10 inder- 
pehdent differential equations to be solved\, a cycle öf ^computation 
Would include 10 integrators. For a k  m.c. pulse rate» and J£> digits 
per word,, this implied a time of -the. order of magnitude of hQ. micro.?- 
Seconds per cycle. This speed is certainly adequate if .&x piäy 'fe& 
chosen large enough. 

As regards reason i&fi  it is not necessary tp. operate all 
10 integrators serially in this way*. With parallel operation-j the 
time per cycle may be reduced, but only at added' expanse. 

As. regards: reason (3)$ the interval Ax required tp ,keep 
the curtailment errors within reasonable limits; is- too small. This 
implies, thaft the computation of the :aerodyhäniic. coefficients, must 
alöö be undertaken) for' each time, instant, for insertiori as, the in^ 
create in the integrand öf an  integrator. Thus.j the time might, be- 
reduced at mast, to that needed *q compute these cp,e|fi.cient.s. This 
latiter time is at present too large for the AS inquired, 

1 
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Tkß final conclusion therefore is that. MÄJDDIÖA. with the best 
sf eaä-sting computer techniejues> is inapplicable for:-direct use in the 
flight trainer pitobleia.    Bossiblg use of soiiie MADBtM features will, 
receive further Gonsi^eraktipn,    Eam^m^r it is felt that even these 
efforts -will not iprove to. be fruitful*    Therefore^ decreased effort 
will be expended 'ilb this direötiöA, 
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Hi© purpose o.r the ;hanä GomputatioH -of uiaiiQeuiEEes i? to pr©^ 
mde starting data for eventual computation on a high^speeä automäti.c 
computing machine.    It £«»• same time these initial results faay be 
scanned for suspected instability owing to> improper stick and rudder 
information beihg assumed; 

The manoeuvres, which have been, begun are the high speed roll 
arid the outside loop.    &evel flight at 25000 feet has been modified 
by decreasing the assumed airplane; weight., % below unity.    Previously 
the value 1*01? had been used,. 

5>«2 Miscellaneous 

Computation öf the: test roll by. rusthod A has been computed. 
The results have been reported in section 2. The teslTröil is being 
computed; by the Mouiton method using fewer differences in .order to 
determine the influence of the approximation polynomial employed in 
integration on thes flight parameters..- 

Computations have also been undertaken in connection ?&th air 
initial study of the aerodynamic coefficients. It is thought that 
tints fnäxr b© ,s8V6d b°" siÄ•iif''i.~n<Tcom^'iitstiGii of -expsrimsntair sero— 
dynamic coefficients by use of, for example^ ä multidimensional 
trigonometric expansion of few terms * & function table containing 
sin x would then be fth ;a|d to computation. The study has started 
with the drag coefficient for the J?9E. To date nothing has been 
found that is superior to ifte  straight line approximation method, 
described in the 2U*-F^1 report. 
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6. J&gC£USi(MS JQ VAW, 

Äs a result pf_Jh§ investigations completed! thus far, the 
fo-llossi-ng; three coneärasions. äpösar to -be jus-ttfieds 

(a) A compüi^tieri interval &i = 1/8; (Second appears leasable 
as a result, of: integration m£thöd; M.    This conclusion rests 
both on Mathematical theory and on the 'result^ of one riiuairical 
computation öf ä. "di-sööntinuous^ airplane motion. ^£>ee section 2;), 

The time ^ T to compute the longest routine can be decreased: 
to less than the value of =0.1 seconds considered miidmum by 
Report. fft-28. The improvements possible are illustrated- in - 
Table 3,0*1 for machine 7, 8, and 9  of tha MSAC,, tJNlMG, and 
KuTxRICÄNE types-* all ußing. ISbjLt raMber. precisiono It is 
important to observe that ,all these machines use only existing 
circuit design, gaining their improved speect from, novel logical 
structure and prograjmmihg», 

(c) On the strength of the preceding conclusions, it appears 
definitely feasible to actuate at least one. flight trainer 
cockpit by a digital computer. 
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7.   fWfit PRpGM 

Further investigations are tp <be pursued along the' lines of 
the initial program described %n section 1-i    fhe other' methods of 
integration will ."be; looked into),, particularly the- variations; ön 
metjipd A...   A. decelerated study on improvements using ;öne and two 
arithmetic units will be carried out.    It is planned to postpone 
intensive investigations of /aerpchrnaaiic coefficients and instrument 
panel data to a later .point in the; project, except for some ;pi"e-? 
parätoiy work; on thf former. 

I 

EffipEasis will b> placed, upon the following studies: 

(a) Other airplane types;  the> effect of airplane type: on the 
behavior of aerodynamic coefficients, on the interval At re- 
quired to compute the longest routine, on the character of the 
progräm for ground1 motipn and for flight,, and on the size of 
both the number and the instruction memories required. 

(b) Manoeuvres; the preparation of prpgrams for computing 
sanpeuvres qn_ automatic maqhiheä;, including the, specification 

stick, rudder^ throttle, etc. uf motions of 

(c) Error analysis on the methods of integrationj either 
theoretical or empirical or both. 

Aerodynamic coefficients; the computation of the effect, 
of altering, an aerodynamic coefficient by say 10$ on .a  given 
manoeuvre or manoeuvres» 
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